M RED HAT

£ FORUM <« rednat

SOPE. VMDD

MAKING INFRASTRUCTURE BORING

Tony Scully
Senior Solution Architect
3rd October 2017



HYBRID SERVICES

RED HAT
APPLICATION
LIFECYCLE TOOLS

RED HAT RED HAT’ RED HAT RED HAT
OPEN INNOVATION LABS CONSULTING TRAINING SERVICES
APPLICATIONS AND BUSINESS PROCESSES @_ﬁ_
MIDDLEWARE AND APPLICATION SERVICES _’@_
. * RED HAT JBOSS’ RED HAT JBOSS’ RED HAT JBO
BPM SUITES FUSE DATA GRID DATA VIRTUALIZATION
z3scale
S BRMG VBOSS ARG AT JBoss ARAE(')’ SI'E APPLICATION ENTERPRISE O PS
ATFORM APPLICATION PLATFORM
SOFTWARE-DEFINED DATACENTER CLOUD-NATIVE INFRASTRUCTURE
RED HAT
REGISTRY
RED HAT"
INSIGHTS
RED HAT
AN ELE
RED HAT . RED HAT' RED HAT' RED HAT
ENTERERISELINUX ENTERPRISE LINUX STORAGE SATELLITE
RED HAT
PHYSICAL AND CLOUD INFRASTRUCTURE RED HAT CERTIFIED CLOUD AND SERVICE PROVIDER PROGRAM C OU FORMS




HYBRID SERVICES

RED HAT g °
OPEN INNOVATION LABS  CONSULTING  TRAINING

APPLICATIONS AND BUSINESS PROCESSES

MIDDLEWARE AND APPLICATION SERVICES

c *  RED HAT JBOSS' RED HAT JBOSS' RED HAT JBO
RBEF’DMl'lIIS\:[J‘I"IB'(Igss FUSE DATA GRID DATA VIRTUALIZATION

s3scale

DEV " BYREMAT b D HAT JBOSS  RED HAT JBOSS RED HAT
BILE A PLICATION
BRMS AMQ s

SOFTWARE-DEFINED DATACENTER CLOUD-NATIVE INFRASTRUCTURE

RED HAT JBOSS

DEVELOPER STUDIO

RED HAT RED HAT
ENTERPRISE LINUX STORAGE

RED HAT
APPLICATION
LIFECYCLE TOOLS PHYSICAL AND CLOUD INFRASTRUCTURE RED HAT CERTIFIED CLOUD AND SERVICE PROVIDER PROGRAM

OPS

RED HAT.
REGISTRY

RED HAT
INSIGHTS

RED HAT'
ANSIBLE

Automation

RED HAT
SATELLITE

RED HAT




|.T. OPERATIONS IS BEING CHALLENGED

»>

INTERNAL |.T. OPERATION DEVELOPERS
BUSINESS CHALLENGES
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MODERN APPS & IAAS ENABLE THE DIGITAL BUSINESS

*i

Streamlined Elastic Agile —
and automated and scalable and responsive flity-like
\4 v NV

Orchestration Massive, fault-tolerant Rapid deployment Managed, policy driven
infrastructure & always on

‘ndhat



THE VIRTUE OF BORING
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The virtues of boring

Spontaneous
Unpredictable
Puzzling
Suspenseful
Complex
Unique

Constant
Dependable
Clear
Routine
Simple
Repetitious
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Principles

Everything can be rebuilt

Everything is disposable

Everything is consistent
Avoid Fragqility, Embrace Simplicity

There is no ‘end state’
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Methods

Automate all the things
Version Control all the things
Test all the things
Cl all the things

Practice all the things

‘ redhat



When things go wrong...

“Ways in which things go right are special cases of the ways in which
things go wrong”

John Allspaw
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When things go wrong...

Know things have gone wrong:
e White box monitoring
e Black box monitoring

Know your system:
e Have a method
e Be open and transparent

Count things that matter:
e Service MTTR and MTBF
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Things do go wrong...
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Things do go wrong...

[ 2w v

Postmortem of database outage of January 31
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Encapsulate all this in a ‘platform’

Look at high performing IT organisations
Look at the way public cloud is architected

Look for commonality in your infrastructure tools

Aim to provide laaS, laaS+ and laC

@ FC'”’?UN 14 ‘ redh.a
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What does Red hat bring?

Automation with Ansible and OpenStack Heat
laas and laaS+ with Red Hat OpenStack Platform
Scale out distributed storage with Ceph

Hybrid Cloud management with CloudForms

(Plus lots of other products and services)

15
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Co-engineered with RHEL

SUPPORTED GUESTS
|

Windows Windows Windows
OpenStack

RHEL + KVM Ceph ovs

Storage Network

[
SERVERS

Virtualization  Security = Ecosystem Network

Security Enhanced Linux (SELinux)

KVM Network Stack

Device Drivers

Storage

LINUX KERNEL
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LIFECYCLE CONSUMPTION OPTIONS

0 }

CUSTOMERS DESIRING LONGER LIFE VERSION CUSTOMERS DESIRING LATEST FEATURES

Long life evrsions offered every 3rd release Offered on each release

Offers standard 3-year lifecycle, with optional 1-2

years of ELS (extended lifecycle support) Supported for 1year

Will offer long life » long life tooling for migrations Utilize director for automated upgrades and updates
continuously

Customers staying on Red Hat OpenStack Platform 10 ~ Customers moving to Red Hat OpenStack Platform 11

Fc}?wn * 19 ‘ redhat



Every 6 months we release a version of Red Hat OpenStack Platform supported for 1 year

LIFECYCLE SUPPORT

Every 18 months we produce a “long life” version, which customers can opt to have support
for up to 5 years

Long life

RHOSP 8
Liberty

RHOSP 9 RHOSP 10
Mitaka Newton

3 years

3 years
(+2 years)

3 years

-y

oM.

RHOSP 11 RHOSP 12
Ocata Pike
1 year 1 year

Long life

RHOSP 13
Queens

3 years
(+2 years)

RHOSP 14 RHOSP 15
R.... 2
1 year 1 year

‘ redhat



OpenStack connects two worlds
m
a [P—
Developers | B  Administrators
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OpenStack connects two worlds

Tenant view - the actual OpenStack laaS user Operator view - often the same role that has root

Limited by what the Operator decides to offer in access to the systems

that cloud Combines configuration files and API actions to
create a working environment for his tenants.
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VCPU Usage Memory Ussge Local Disk Usage
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vePUS vePUS RAM RAM Local Storage Local Storage
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Select a period of time to query its usage:
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Core Components in version 11 (Ocata)

DATA

TELEMETRY PROCESSING

C=

CEILOMETER SAHARA
STORAGE
COMPUTE
BLOCK IMAGE

NOVA CINDER GLANCE

-y ep
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SHARED

ORCHESTRATION

FILESYSTEM

= S

MANILA HEAT

NETWORKING
OBJECT

SWIFT NEUTRON

BARE-METAL
PROVISIONING

IRONIC

SHARED SERVICES

IDENTITY

a\
KEYSTONE

DASHBOARD

HORIZON

DEPLOYMENT
and
MANAGEMENT

DIRECTOR

TRIPLEO
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Compute (Nova)

. I need VMs, anytime

. How many can | have?
. It must be secure

. SSH and VNC please?

. | have hardware capacity available
%ﬂfg . This is how you consume it
0 . | set usage quotas
. | design for performance and
scalability
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Networking (Neutron)

. I need my own network,
isolated from others

. Some private IPs, some public
IPs

. These are my QoS specs

. Let me share networks with
others

. | design a network overlay and
provide external access

. I have very few Public IPs

. |Isetrules, policies, guotas

. With SDN, | can centrally manage
and monitor it all
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Block Storage (Cinder)

= 5
= . Too much data in my VMs! ~
= . I need permanent storage . I constantly buy storage S
c . Canlsnapshotand  _occeceeeoll <
3 K v « | must allocate space to tenants —
— backup/rollback? = —1 L : 2

. Encrypted, please! | I | can combine different tiers of

’ S T technologies (NAS, SAN, NFS)

. | setrules, policies, quotas

F(:;‘}%JN‘ = 26 ‘ redhat



Object Storage (Swift)

@)
; - | S
'S . My application needs object A
= storage (files, media) . . r ol
T . Ican use HTTP(s) ‘ . lwill qffer a private S3-like ;
) | No time f ﬁ experience >
= -+ Stateless please: No time for = . | must scale without limits =

mounting filesystems . I want advanced features

F(:)aUM 27 ‘ redhat



VM Image Storage (Glance)

O
.05 . What operating systems can | =
> -5
e use? | Q)
G . This is my own version, store it . Only approved OS can be used in 3
& just for me my cloud -
. Is the OS image genuine? . Centrally offer updated OS =

. Take this VMWare template and . Leverage storage integration to

import it reduce network usage

F(?‘;{.JN * 28 ‘ redhat



Shared File System (Manila)

O

.q%) . | need a network folder to share 8

42 files between VMs _ %

S . Sometimes I'll share it with other . I don’t have the time to create >

& users in my team temporary shares and enable P~

. | don’t want to manage the folder network security =
(permissions, quotas) . | prefer to automatically leverage

OpenStack users and groups

F(?‘;{.JN * 29 ‘ redhat
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ldentity and Access Control (Keystone)

O

. I 'am not a hacker, believe me! 8

. My boss just gave me permission =

to ask for VMs . Who are you? S

. Where are all the services? B — . Let me validate with LDAP =.

. | am a project lead, | must be = - | mustintegrate with my =
admin of my project '—C;— company’s SSO

. | must secure entry points with
TLS Certificates

s & redr



Dashboard (Horizon)

3 =
@ . I need a Ul to manage my ®
42 workloads or troubleshoot _ %
© . ldon’t like the CLI — . lwant an aijln panel ;
kS . | want to see my Heat topologies ~| - !wantaquickaccesstomy Red >
. Quickly display my quota usage Hat Access account 2

and default options — . I want to see all Neutron networks

and routers

F(?‘;{.JN * 31 ‘ redhat



Telemetry (Ceilometer)

@)
= .
@ . How much CPU, RAM, and disk am 3
> . . a
- | using, i.e. per hour, per week? —
G . Allow me to set alarms and use . I'wish I could charge back / show S
@ my own infra to react back how much every user is =.
consuming =
. This is useful for my own internal
usage!

F(:)aUN 3 ‘ redhat



Orchestration engine (Heat)

2 =
2 . This is the blueprint of my o
> . . =
- application deployment: =
C . . @)
© dependencies, config, etc . I want to automate as much as | =
EJ . Can you run this for me? can gnd offer public-cloud-like %-

. Scale it out when this threshold is efficiency =

reached . Auto-scaling, load balancers and

qguotas allow me to monitor and
predict demand

F(?‘;{.JN * 33 ‘ redhat


https://access.redhat.com/documentation/en/red-hat-openstack-platform/9/single/auto-scaling-for-compute/

Data Processing (Sahara)

O

.q%) . I need a Hadoop cluster for a few 8
42 hours ’ %
G . I need to try different Big Data mmozay - | don’t have the manpower to >
z platforms ].Duluu].]'].l customize big data platforms to =
. | want my clusters to scale 001011 all my tenants =

. | will get 3™ party providers and
deliver their stack as a service

automatically

F(?‘;{.JN * 34 ‘ redhat
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e https://betsandbits.wordpress.com/

e https://betsandbits.files.wordpress.com/2016/10/opensta
ckreferencearchitecturewhitepaper.pdf

e https://www.openstack.org/videos/summits/boston-2017

@ ;(:)??UN A3 35 ‘ redhat
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e World’s largest online betting exchange

° 135M+ daily transactions, 3.7B+ daily API calls

e Simplified development to help developers focus on improving product
quality and customer experience

e Automated testing and infrastructure provisioning, reducing time to

(44 deployment for new products from days or weeks to hours or minutes
“We now have the capability to alter our ° H_]ggh

infrastructure based purely on code. This

ability allows our developers to make e  Ghjgjgh

changes and use infrastructure at a pace

that suits them. We can deliver products L4

to market more quickly than our
competitors. It's a game-changer.”

- Paul Cutter, CTO, Betfair
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